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Thomas S. Stroik

Abstract: Thls study extends Saflir‘s (1987) analysis

of Noun Phrase (NP) Predication. It argues that, for NPs
to function predicationaliy, they must satisfy not only
Safir‘'s Predicate Principle, but also the Predicate
Condition (a condition which requires NP predicates to be
fully saturated).

Introduction

Saflr (1987) claims that nonanaphorlc¢c, nonpronominail Noun
Phrases must be classified, in accordance with the Predicate
Principie (1), as elither Predicate-NPs or Argument-NPs.

ED35379¢

(1) Precicate Princlpie
A potential referring expression (PRE) Is a predicate
or eise free.

This classiflcation, Safir argues, is empiricaliy motivated by
the grammatical differences between (2 a-b) and (2¢).

(22) Therey Is [a boy]g In the rocn

(2b)  Johny seems [a fool]yg

(2c) =*Johng saw [a fool]y

I f bound NPs are Pred!cate-NPs and if predicates are not
argumsnts, hence not subject to argument reiatlons such as
Binding Principie C and the TH-Criterion, the grammatical
patterns expressed in (2) have a natural explanation.1 That is,
(2 a-b) are grammatical, even though they seem to have a Binding
Principle C violatlion in thelr chains (therey,, a mang) and
(Johng, a fooly), because the Predicate-NPs are exempt from
binding violations; and (2c) |s ungrammaticai because (a fooly)
as a Predicate-NP Is not an argument, so the chain lacks a
TH-role and the Patlent TH-role Is left unfltiied In (2¢) - In
violation of the TH-Criterlon.

Although the Predicate Principle provides an explanation
for (2), It does not give any Insight into the grammaticallty
differences between (2 a-b) and (3 a-b).

(3a) ™Therey Is [the man], outside

(3b) *Johny seems [the fool]y
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Left unexplained by Safir Is the reason why the definiteness of
the NP affects Its abllity to function as a predicate.

In this paper, | will propose a condition on NP Predication
to difierentiate (2 a-b) from (3 a-b). This condition, the
Predicatlon Condition (4), requires the extensional properties of
predicates to be shared by any NP that functions predicationaliy.

(4) Predication Condltion (PC)

An MNP can fuliction as a predicate If and oniy If It
is bound and fully saturated.

The PC delimits NP-Predicates to NPs that have rigidly specifled
reference-sets (extensions).

Predicate-NPs

The claim that NPs can act as predicates is not unique to
Safir. Logicians have, for some tlIme, given the NP 'a man’ the
ontological status of a predicate In propositions |lke (5).

(5) John Is a man.

What Is unique to Saflir Is the claim that the pradicate-status of
an NP Is determinable syntactically, by whether or not a
referentlal NP Is bound. In this section, ! wili further examine
Safir’'s Predicate Principie by Investigat g constraints on the
predicational properties of NPs.

Safir notes that definite and Indefinite NPs posSsess
different predicatlional propertles, as Is |llustrated In (6)-(7).

(6a)  Johny seems a fool,

(6b) *Johny seems the fooly

(7a) I consider John, a fooly
(7b) *1 conslider Johny the fooly

The Indefinite NP 'a fool’ in (6a) ana (7a) functlons as a
piedicate; on the other hand, the definite ‘the fool‘ In (6b)
and (7b) lacks the predicational property.

Since the Predicate Principle (1) Ilmits the class of
Predicate-NPs only In terms of free-ness, the above distribution
escapes the Predicate Principle. After ali, the (in)definlteness
of an NP has, according to the Predicate Principle, no bearing
upon predicationality. The Predicate Principtle, then, does not

suffice to account for the predicational property of NPs because
It cannot expialn the data in (6)-(7).

(9]




Now If we are to expliain the predicational property fully,
we must determine the range of NP-types that have this property.
Limiting observations to (6)-(7), we would be tempted to enllist
the notion of (In)definiteness in our expianation of the
predicational property. However, if we consider a complete range
of NP-types — Indefinites, nonrestrictoed definites, restricted
definlites, titles, names, quantifled NPs —- we wll| discover that
(in)definiteness does not determine the pattern of
predicationallty:

(8a) John I~ a man

(8b) =John is the man

(8¢c) John is the man-that i like most
(8d) John Is the President

(8e) That is Ronald Reagan

(8t) That is the smeil of pot

(8g) John Is everything bad

(Sa) i consider him a man

(8b) =*| consider him the man

(Sc) | consider him the man | i1ike most

(8d; ! consider him the President

(%e) I consider him Ronald Reagan

(9f1) ! consider that the smell of pot

(9g) I consider him everything bad
(Note: In (8) and (8), | am not making any distinctions between
predicational and |ist readings because | am followlng Safir In
assuming the Predicate Princlpie — a syntactic principie which

is Insensitive to the semantic predicational/!lIst
differentiation.) The sentences In (8) and (9) demonstrate that
the predicational property does not conform to the
(in)definiteness of an NP. That Is, even though (8 c¢c-f) are all
definite NPs, they still can function predicatlionally. So, we
cannot, as have Safir (1985, 1987) Higg!nbotham (1987), explain
Predicate-NPs In terms of the faature [Definite].

NP Predication
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The predicational distribution Iltustrated In (8)-(9) Is !
best explained by appealing to the extenslional property of

predicates. The extension of a predicate Is the set of n-~tuple

ary:ments that satisfy the predicate-reliations In a glven mode | .2 ’
This extension is rigidiy specified for a predicate; that Is, the

extension provides an alil and only reference-sst of n-tuple
arguments satisfying the predicate. Importantly, the rigld
specificity of the extenclion Is required to make semantlic

i
satisfaction of n-tuple arguments decidable —— a partia!
specificity for a predicate couid not determine whether or not
any glven n-tuple satisfled the predicate. ,
Let us now assume that an NP will function predicatlionally

onty if It has the extensional property of predicates. This
assumpt ion requires all NP-Predlcates to derive from NPs with a

rigidly specified extension (denotation) -~ such NPs wlll be said
to be "fully saturated."”

|

Glven that an NP can be predicational oniy If It is fully '
saturated, we can test an NP for predicate potentlal by checking
whether or not the NP has anaphoric potentiai. If an NP can be ]
anaphorlic, taklng reference from another source, then the NP ]
cannot be fully saturated because its extension (reference) Is
not exhaustive!y seif-contained. Testing the NPs In (8) and (9)
for anaphoric potentlal produces the followlng pattern:

(10a) 7*[A man]y waiked In. Then [a man]y feft.
(10b) [A man]yg walked In. Then [the man], left. l

(1C62) *[A man (! I1ke)]x walked in. Then [the man | ’
likelyg left.

(10d) *[A president]y walked In. Then [the President]y
left.

(10e) *[A man]g walked in. Then [John]k left.

(10f) *[A smell], arose. Then [the smeil of potly
disappeared

(10g) ?*[Men]y stood up. Then [every man slck]y left.
The sentences In (10), which are constructed so that the

second NP in each example matches the possible Predlicate~NPs In
(8) and (9), demonstrate that the only NP with anaphoric

potentlal is the nonrestrictive definite NP 'the man.’ This
resuf{t Is not unexpected. We know that tittes (10d) and names
(10e) are fully referentlal; we also know that restricted

definites ((10c) and (10f)) can limit the definiteness of the NP
sufficientiy to make it fuily referentlal3; and we know that




Indefinites (10a) such as ‘a man‘’ |s made fully referential by
the existence of the class ‘men’; but we aiso know that
nonrestricted definite NPs like °‘the man’ place Insufflcient
limitatlons on the cliass of things |lke ‘men’ to refer unigquely
without further contextua! information. So It is only
nonrestricted definites that, as is shown by their anaphoric
potential, can lack full saturation.

Glven that only the nonrestrictive definite In (10) Is not
fully saturated, we would expect that all NPs but the
nonrestricted definlites would function predicationally. This
expectation Is corroborated by the distributions In (8) and (9).
Therefore, by appealing to “full saturation" of an NP, we can
provide a natural explanation for the distributions In (8) and

(9) -- an explanation that we can formallize as the Predication
Conditlon (11).

(11) Predication Conditlon (PC)

An NP can functlion as a predicate only If It Is
fully saturated.

As stated, the PC Is a necessary condition for NP
Predication, but It is not a sufficient condition. That is, the
fact that the NP ‘Ronald Reagan’ In.(12) Is fully saturated does
not make It a predicate.

(12) Ronald Reagan, is the Presidenty .

If names and tities, as fully saturated NPs, were aliways
incorporated into the predicate, then both NPs In (12) would be
predicational and (12) would be a argument-iess predi!cate rather
than a sentence. To Iinsure sentence-hood for (12) and
predicationallty for only the titie In (12), we need to specify a
suffliciency condlition on NP predication. We need not look far
for such a condition —— after all, Safir stipulates this
concdition as a binding condition In the Predicate Principle (1).
Bullding Safir‘s requirement that A-bound, referential NPs are
predicates into (11), we can revise the PC as (13).

(13) Predication Condition

An NP functions as a predicate If and only If
It is bound and fully saturated.

PC (13) correctiy predicts that, In (12), the titie °The
President’ will be predicational because It is both bound and
fully saturated, but the name ‘Ronald Reagan’ will not be
predicationatl because It Is not bound.

Some Predictlons

We have argued thus far tha* the Dafliniteness Effect shown




In (6) and (7) should be replaced by the Full Saturation Effect
shown in (8) and (9). In thls section, | will give additional
support for the Full Saturation Effect by demonstrating that

only by viewing NP predication |n terms of full saturation can we

account for There insertions Sentences (TISs) and for Adverb
Incorporation.

Recently, there has been a great deal of interest In TISt
(see Reuland and Meulen (1987)). Much debate has centered around
the fact that (14a). a sentence with a postverbal incefinlite NP,

Is grammatical but that (14b), a sentence with a postverbal
definite NP, is ungrammatical.

(14a) There i1s a man walting for you
(14b) =*There Is the man waliting for you

A current GB-approach to TISs (Reuland (1985)) explains the
differences In (14) by assuming (1) that there Is a coindexing
chain between ‘there’ and the postverbal NP and (il) that

coindexIing the indeflinite marker ‘there’ with a definite P

leads
to a logical contradliction.

If Reuland‘s explanation is emplirically adequate, it should
be able to account for TiSs with a more compiete set of
pos .verbail NPs, as In (15).

(15a) when you arrive, there wilil be ¢ man waiting to
talk to you

(15b) *when you arrive, there wili be the man waiting to
taik to you

(15¢) When you arrlive, there will be the man that you

like most waiting to talk to you

(18d) When you arrive, there will be the President
waiting to taik to you

(15se) When you arrive, there wiil be John walting to
taik to you

(18f1) When you arrive, there wlll be the smell of pot
in your rocm

{(15g) When you arrive, there will be everyone there
cheer ing

(As before, followling Safir’'s Predicate Principle, | cGo not
differentlate the “iist" reading from the “predicational*
reading.) The fact that not only indefinites -- but aiso names,




tities, restricted definites, and restricted quantiflers -- can
be postverbal In (15) is probiematic for Reuland’s explanation of
Tiss; after atl (18 c-g) shouid, according to Reuiand, produce
the same logical contradiction that (14b) does because they wouid
permit an indefinite marker “there" to be coindexed with a
definite NP.

With the Predlication Condlition (13), we can provide a r-re
adequate account of TIiSs than does Reuland. Assuming, as does
Chomsky (1981), Reuland (1985), and Saflr (1887), that
existential ‘there’ and the postverbal NP are coindexed, we can
appeal to the PC to explain the distributlon In (15). That 1Is,
since coindexed referential NPs are predicates by (1), they must
satisfy the Predicatlion Condition. But the only NPs that satisfy
the PC are fully saturated NPs; therefore, only fu!ly saturated

postverbal NPs will be well formed predicates. The PC correctly
predicts that only (15b), a There insartion Sentence wlth an
unsaturated postverbal NP, will be ungrammatical In (15).

The PC also makes a prediction about the predicate
potential of bare-NP adverbials ilke those In (16).5

(16a) Mary wiiil see John [some day]
(16b) | saw John [everywhere Imaginabie]
(16¢) Max pronounced my name [every way [maginable]

Given that Predicate-NPs must satisfy the binding condltlon in
(13), we wouid expect that none of the NP adverblals In (16)
would incorporate Into the predicate since nons of the NP
adverblals are bound. However, If we assume, following Enc
(1985, 1987), that the Tense-eiement of INFL Is coindexed with
the temporal adverb and that this Tense-element Is a Referentia!
Expression that provides the temporal argument of the verb, we
can assign (16a) the Indexing relatlons expressed In (17).

(17) Mary INFLy see John [some day]k

if we turther assume, following Strolk (1987), that the NP
adverbial is VP-Internal, then we can assign (16a) the GB
S-structure stated In (18).

(18)  [Mary [+ I [yp see John [some daylglli

Under the above assumptlons, NP adverblals iike those In
(16a) are predicational, according to the Predication Principle
(1), because they are bound. This conciusion, together with the
fact that neither piace nor manner adverblals are bound leads to
two predictions: (1) NP adverbials of time will show the fuli
saturatlon effects that arlise In (15) and (1i) NP adverblals of

-
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piace or manner, which do not have predicational status, wilil not

distribute ilke NP adverblals of time. The sentences In (18) and
(20) test the above predictions.

(18a) Mary will see John [some day]

(19b) =Mary sees John [the day]

(18¢c) Mary wiill see John [the day that Reagan arrives]
(19d) Mary wlll see John [Monday]

(19e) Mary saw John [Christmas morning]

(18f) Mary saw John [the day before last]

(19g) Mary sees John [every day]

(20a) John will see Mary [some place]

(20b) *John sees Mary [the place]

(20c) *John will see Mary [the place that Reagan
arrivesl]

(20d) =John will see Mary [{Wl/sconsin]

(20e) =John saw Mary [The Garden State]

(20f) =John saw Mary [the place near here]

(209) John sees Mary {every place]
The sentences in (19) and (20) confirm our predictlions: NP
adverblais of time In (19) distribute as do the predicates In
(15), denying pred.cate status only to NPs that are not fully
saturated (nonrestricted definite NPs (19b)), while WP adverblals
of place, which are not predicates, have a distribution which Is

saturation-insensitive.

Toward a Theory of Full Saturation

My approach to NP predication Is bullt around the notion of
“full saturation.” In this secion, | will develop a theory of

fuli{ saturation that links the tevel of saturation of an NP to
its iInternal structure.

My sense of "saturation" diverges from Frege's -- Frege
introduced "saturatlion” to differentiate terms that denote
(saturated terms) from the terms that do not denote (unsaturated
terms). ! use the term, not as a blnary feature that

</
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distinguishes referring from nonreferring categories, but as a
feature sensitive to the degree of reference possessed by any NP,
Motivation for my sense of “saturation” comes from the fact that
although both “the smeli® and “"the smel!l of pot" refer (hence,
both are saturated), only the latter term rigid!y expresses its
referent (is fully saturated). “"Saturation" then Is extended here
to mark the differing degrees of referentiality that NPs possess.

It Is my claim that the saturation of an NP can be
calculated from the syntactic structure of the NP. This claim
deveiops out of some observations made by Higglinbotham (1987).
Higginbotham notes that Iindefinite articies differ from definite
articles in that the former are interpreted as If they were
adjectives. That is, lust as "brown cow * is Interpreted as
(212), "a lawyer" is Interpreted as (21b).

(21a) brown(x) & cow(x)
(21b) a(x) & lawyer(x)

To explain the adjectival nature of various quantifiers Q,
inciuding the Indefinite article, Higginbotham proposes (22).

(22) A quantifier Q is of adjectival character If and
only If it Is symmetric, in the sense that "Q A are
B" Is always equivaient to "Q B are A" (ranging over
pluraiities A, B).

Under Higginbotham's semantic interpretation rute (22),
Indefinite Determiners are adjectival in character, but definite
articles are not. This “semantic" difference can be observed in
(23) and (24), where the (a)-example Is logicaily equivalent to
the (b)-example In (23), but not in (24).

(23a) Some men are barbers

(23b) Some barbers are men

(24a) The men are barbers

(24b) The barbers are men

Higginbotham uses the adjectival differences between
articies to expl!ain, among other grammatical phenomena, TiSs. He
claims that TiSs require the postverbal NP to have a Q with

adjectival character. Hence, (25a), a TIS with an adjecrival Q,

I's grammatical; whereas (25b), a TIS without an adjectival Q, Is
ungrammatical.

(25a) There Is some smell lingering in your room

[ =28
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(25b) *There Is the smeil iingering In your room.

Since the dofinite articie Is not adjectival In nature,
Higginbotham would predict that It should be Impossible to have 2
grammat ical There Insertion Sentence with a postverbai NP that

has a definite articie In the SPEC-position. The exampies In
(26) disconflirm this prediction.

(26a) There |s the smell of pot in your room

(26b) There is the smell you hate most lingering In
your room

The evidence in (26) suggests that Higginbotham's appeal to
adjectivized articles as an expianation for TISs, and for NP
predication In genera!, Is in principle incorrect.

Although Higginbotham's theory cannot expiain NP
predication, its core assumption (that definlite articles have
different relations with the head N of an NP than do indefinite

articies) Is correct and forms the basis of a theory of
saturation.

Let us assume, fcllowing Higglnbotham's analyslis suggested
In (21), that an indefinite article has an "adjectivai" relation
with the head N; however, let us depart from Higginbotham's
approach by assuming that the above relation is expressed both
syntactically and semanticaliy. (This latter assumption, if
correct, would establish a natural connectlion between the form
and the meaning of an NP and wouid free our theory from requlring
interpretative ruies such as (22).) From the above assumptlons,
we can conclude that the reason that an indefinite articie has an
adjectival reiation with the head N, while a definite articles
does nct, Is that the articies have different structural
relations with N. Since this conclusion fiies in the face of

current GB-representations of the internal structure of NPs, It
bears further Iinvestigation.

in the GB-framework, the internal structure of a phrase
(X") Is stlpulated by X-bar Theory. According to X-bar Theory,
any head (X) can take two types of argument: an external argument
and an internai argument. These arguments have specific

structural reiations with the head (X) — relations expressed in
7).

(272) X" —--» SPEC X'

(27b) X' ==> X Y"

(Note: read (27) as stating that the external argument of X is iIn
SPEC, the sister of X’ and that the Internal argument (Y") of X

1. BEST COPY AVAILABLE
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is the sister of X.) Appiied to the structure of N*, (27)
assligns representation (29) to both (28a) and (28b).

(28a) the man

(28b) a man

(29) [N« Ugpgc DETI [y (ymanlll

Given that current GB-analyses of N" structure place all
Determiners In the external argument position, the NPs In (28),
under these analyses, cannot be differentlated structuraily.

Aithough X-bar Theory, as expressed In (27), Is
Incompatiblie with my eariier assumption that the NPs In (28) have
different structural representations, some recent research into
X-bar Theory resolves the Incompatibliity. Strolk (1987) argues
that the argument-head relations required for natural language

are ngt those stipulated in (27), but the relations stated in
(30).

(30a) X4 --» spec xJ-1

(30b) XK -5 xK=Tym

for j,k ¢ {1,2) and | « ] and where
1 = X and X2 = X*.

(30) generallzes X-bar Theory: it permits the argument-head
relations given In (31) as well as the reiations in (27).

(31a) X' —-=> SPEC X

(31b) X" ==> X' Y"

That Is, Stroik's version of X-bar Theory alliows the argument in
SPEC (the external argument In (27)) to be elither the internal

argument (sister of X) or the externai argument (sister of X‘) of
a head X.5

Now If we apply (30) to the NPs In (28), we can derive the
foilowing structures for them.

(32a) [N+ [gppc thel [N [nman]])

(32b) [N [N' [gpec 2 1 fymanlll

Importantliy, the structures Iin (32) not only can provide a
structura! differentlation for the NPs In (28), but they aliso can
expiain why the Indefinlite articie has an adjectival
interpretation that the definite articlie iacks. That s, under
the assumption that X modifies Y if and oniy if X and Y are

Namad
l\ ~
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sistei's (see Zublzarreta (1982) for support for thls assumption),
the indefinite article In (32b) has an adjectlival (slister)
relation with N, while the definite article — which is a sister

of N, not of N — does not enter Into an adjectival reiation
with the head N.®

Although (32) &ffords an explanation for the adjectival
Interpretation (or absence of it) glven to the examples in (28),
we need to motivate (32) indenendently and we need to demonstrate

that (30) derives only (32) and not any other representation
seemingly compatible with (30).

Support for (32), as the structural representation of (28),
comes from conlunction data and from scopal data. Conjunction
data do not directly demonstate that (32) gives the correct
structure for the NPs in (28), but the data do show that the NPs
In (28) must, as (31) suggests, have different structural

relations between the articies and the head Ns. Conslder the
conjunctions in (33).

(332a) a man and a woman that love each other
(33b) the man and the woman that love each other
(33c) *a man and the woman that love each other
(33d) *the man and a woman that love each other

The grammaticality of the phrases In (33) depends on whether or
not the recliprocals In the relative clauses have antecedents.
Since a plural antecedent for the reciprocal will emerge only if
the structures [Det man] and [Det woman] can be conjolned, the
results of (33) suggest that the approprliate conjunction occurs
In (33 a,b), but not In (33 c,d). Now If ws assume that Identical
categories can be conjolned, then we must conciude that [Pet N]'s
in (33 a,b) are Identicail categories, while the [Det N]‘s In (33
c,d) are not. Importantly, this conclusion requires that the
articles In (33 c,d) have different relatlonships with the head
Ns; hence the evidence In (33) Is oniy compatible with versions
of X-bar Theory Ilke (30), which can allow multiple argument
relations between SPEC and the head of a category.

Although the evidence In (33) supports the assumption
underlying (30) (l.e., that the SPEC anc the head of a category
can enter into muitiple structural relations), It does not
support the specliflic formalization gliven In (30). For this

latter support, we turn to scopal relations. Let us conslder the
scopal readings for the NPs in (34).

(34a) The man that everyone gave money to today

—uw w-- QW "y "y W
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(34b5 A man that everyone gave money to today

The NPs In (34) permit different scopal relatlions between [Det
man] and ‘everyone‘. The NP in (342) !s amblguous, having the
reading in which everyone gave money to the same man and the
reading In which there Is possibly a different man glven money by
everyone. On the other hand, the NP In (34b) Is unamblguous; It
has only the reading In which everyone gave money to the same
man. |f both NPs have structure (35) — the structure generated

bs (27) -- then the scopa! differences clited above are
surprlsing.

(35)  [np [Det] [y« man [g: Oy that [s everyone; [g e
gave money to 111111,

That Is, given that (35) describes the structure of the NPs In
(34) and given May‘s (1985) Scope Principle, which states that
two operators will engage In free scopal relations |f they are
included in ati the same maximal projections, we would predict
that both NPs In (34) would be amb iguous because Ok and everyone
in (35) are Included i{n the same maximal projections: $‘' and
NPk.7 This prediction, although correct for (34a), is -~correct
for (34b). So, to explain the NP-reading of (34b), we must
assume that (35) Is not the structure of of (34b).

We can deduce the correct NP-structure for (34b) by
determining the structural reiatlions that are required to account
for the scopal properties or (34b). Since (34b) is unambiguous,
the structure for (34b) must prevent the operator Ok In the
restrictive clause from having scopal relatlons with the

universal quantifler ‘every’, or else the operators will engage
In free scopal relations (and (34b) wlll be predicted to be
ambiguous). t(mportantiy, the above relations are prevented for

an operator Ok If It Is colndexed with an operator that
c-commands It, as in (368)-(37).

(36a) John toid some storlesk to everyoneJ

(36b)  Some storlesy are hard [g: O¢ to teil ex to
everyone ]

(37a) Whoy, does everyonej ! ke ek

(37b) Whoy, dl!d John convince o [g- Og that everyone
would give money to ey]

Notice that the a-examples In (36)-(37) are ambiguous, but the
b-examples are not. The difference in ambigulty can be explained
in the following way. In the a-examples of (36)-(37), the
I-operators share maximal projections with the J-operators, so
the operators engage in free Scopal relations. On the other
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hand, In the b-examples, even though the j-operators and Oy
appear to engage In free scopal relations, thess reiations are
obviated by the fact that the j-operators enter into scepai
relations oniy with the most dominant {-operator, the operators
that are coindexed with and structurally superior to Og.

The evidence In (36)-(37) suggests that, In (34b), the
wh-operator O in the relative clause does not participate In
scopal relations with the universal quartifier ‘every’ because
the operator 0 is colndexed with some other operator. Since the
relative ciause in (34b) modifies something In the NP itself, the
wh-head of the reiative ciause must be Indexed to an operator
within the NP. The only logicaiiy possible operator that Is both
in the NP and outside the relative clause Is the quantlified
phrase that couid be formed out of the remaining eiements in the
NP: Det and N. In other words, conditlons on scopal rejfations
have forced us to assign (34b) structure (38).

(38) (Np [a Det NIg [g:O0g...11

The fact that Ay and Oy are coindexed In Structure (38) prohibits
scopal reiations between Oy and any quantifier In S’ since the
only scopal relations licensed In (38) between an I-indexed
operator and any quantifier within S’ are relations between A
and the quantifiers. Given structure (38), we can make a
prediction about scopal refations in (34b): we can predict that
the maximal boundary $' Intervening between Ay and the
quantifiers In the relative ciause In (38) will prevent free
scopal relatlons between [a man] and the universal quantifier
(thereby aliowing only the reading in which the structurally
super lor quantifier [a man] has broad scope).

One question about (38) remalns. That Is, what Is the
category A? Is It N" or N'? The answer seems to be that A Is N’
There are two arguments that favor the N'-anaiysis. Flrst, if A
Is N", then the reiative cliause would modify the NP and It would
be a non-restictive reiative. As such a relative, we would
predict that (40), l|ike (39), would be ungrammatica! because NPs
cannot be modified by two non-restrictive relatives.

(39) *My sisters, who voted for Reagan, whoever they
are

(40) A man that Mary saw today, whoever he is
The grammaticailty of (40) then contradicts the N"-analysis of A.

Second, as Wiillams (1986) notes, ty in (41 a,b) can be
reconstructed as N' (41a), but not as N" (41b).

(412) i saw [the [\'pictures of each other]y that John
and Mary took t;]

-4
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(41b) *! saw [[y~ each other’s pictures of It], that
John and Mary took tg]

iIf Witiiams's analysis Is correct, we are forced to conclude that
A in (38) must be N, rather than N".

The two foregolng arguments support an anaiysls of (34b) in
which the Indefinlite article combines with the head N to form an
N’ category. Importantiy, In comblnation with our 2nalysis of
(34a), our analysls of (34b) requires X-bar Theory (30) —- a
theory that provides the NPs In (34) with two different argument
structures: one In which the definite Det-argument of N |s the

sister of N' and one in which the indefinite Det-argument is tne
sister of N.

Although X-bar Theory (30) permits the variant
NP-structures that are required to explain (34), it does not
guarantee that on!y the Indefinite articies are sisters of the
head N. To insure the appropriate relatlions between Determiners
and Head nouns in (28) and (34), we need to postulate the
Determiner Generalization (42).

(42) Determiner Generallzation

A determiner Is an N'-sister |f and only If it is
[+Def]

The Delerminer Generallzation forces the definite article to be
the sister of the N'-category and the Indefinite articie to be
the sister of the Head N; consequently, it correctly aliows

(342) to have only structure (35) and (34b) to have only
structure (38).

If the sole function of the Determiner Generalizatlon were
to derlve constituent structure for (34), the Dstermliner
Generalization (42) wou!d be but an ad hoc mecharism. However,
(42) has expianatory power beyond (34); It serves to explain
three other types of data. Flirst, the Determiner Generallzation
wili allow us to offer a syntactic exptanation for (43)-(45).

(43a) The only man *(in the room) dled

(43b) *=An only man in the room dled

(44a) The tallest man *(in the room) died

(44b) =A talliest man In the room died

(45a3) The bigger man *(of the two) died

(45b) =A bigger man of the two dled

le




The fact that the grammaticality of the above a-examples depends
upon on the presence of the PP-argument strongly suggests that
the quantifiers (only, biggest, and bigger) modify N° (N + PP).

Therefore the NPs In (43)-(45) all have the same structure —
(46).

(46) Inp [DEt] [N+ ...1]

Since the Det In (45) Is the sister of N', our Determiner
Generalfzation lets us correctly predicts that only the definite
article will be able to replace Det In (46); hence, the

grammaticallty of the a—examples and the ungrammaticality of the
b-examples.

The second type of data that the Determiner Generaiization

aliows us to expliain Is data Involving Wh-Extraction out of NPs.
Consider the following examples.

(47z) Who did you see & plcture of e

(47b) *Who did you see the picture of e

(47c) *Who did you see John's picture of

(48a) wWhich country don‘t you know any man from e
(48b) =Which country don‘t you know the man from e
(49a) Khat would they enjoy a discussion of e
(49b) ?7*what would they enjoy the discussion of e
(49¢c) *what woulid they enjoy her discusslion of e

In (47)-(49), a wh-element can be extracted out of an NP only |If
it has an indefinite SPEC-argument. Finding an explanation for
why the definiteness of the SPEC-argument affects the
grammaticality differences In (47)-(49) has escaped GB Theory.
The probliem for GB Theory is that its explanation for the
ungrammaticality of the above (b)- and (c)-examplies cannot
explain the grammaticality of the (a)-exampies. That is, the
GB-account of, say, (47b) Is that the sentence violates Bounding
Theory by ‘ossing more than one bounding node (NP or S, In
English).8 Although this account will mark (47b) as
ungrammatical, It also predicts that (47a) shouid be
ungrammati{cal because the wh-element In (47a) crosses the same
two bounding nodes that the wh-element In (47b) does. So, GB
theorists simply claim (47a) to be marked In terms of Bound!ng
Theory and offer no real explanation for its grammaticality.
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wWe can, however, avold the expianatory problems clted above
{f we accept X-bar Theory (30) and the Determiner Genera:ization.
Since (30) and the Determiner Generalization Syntacticaily
differentiate the (a)-exampies in (47)-(49) from the (b))~ and
(c)-examples by assigning the SPEC-argument in the former an
N‘-sisterhood and the SPEC-argument {n the latter an
N-sisterhood, we can account for the grammaticallity differences
in (47)-(48) through the following |ine of argument. Let us
assume that NP and S provide the only bounding nodes in Engllish,
but an NP or an S is a bounding node if and only If its
SPEC-argument s an external argur:~t (l.e., a sister of N’ or
iNFL'). From this assumptlion, we can explain the data In
(47)-(48). That is, In the (a)-exampies, the SPEC-argument, In
accordance with the Determiner Generallzatlion, Is not an external

argument of N, so the NP-node |s not a bounding node -~ therefore
the wh-element can be extracted because it crosses oniy one
bounding node (S); In the (b)- and (c)-exampies, on the other

hand, the SPEC-argument is an external argument of N, so the
NP-node is a bounding node and, consequently, wh-extraction out
of the node would cross two bounding nodes (NP and S), In
vioiation of Bounding Theory. Besides explaining (47)-(48), the
above analysis accounts for Extractlion out of the muitipiy
embedded NPs given in (50)-(51).

(50a) Who does John have a picture of a picture of e

(50b) *Who does John have the picture of the plicture of e

(50c) *Who does John have the picture of a picture of e

(50d) *Who does John have a picture of the picture of e

(51a) Who Is John a character In a novel by e

(51b) *=who Is John the character in the novel by e

(51c) *Who Is John the character In a novel by e

(51d) *who s John a character In the novei by e
Since my analysis of Bou::ding Theory does not count NPs with
indefinite SPEC-arguments as bounding nodes, | predict that It
wWll| be possibie to wh-extract out of an NP embedded In another
NP only If ati the NPs have Indefinite SPEC-arguments. My
prediction Is corroborated by the examples in (50)=-(51), where
only the (a)-examples —— those with NPs with indefinlte
SPEC-arguments ~- permit wh-extraction.®

The third type of data that the Determiner Generallzation

explains is the full saturation of NPs.10 1{hat is, the
Determiner Generallzation leads to a Theory of Full Saturation, a
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theory that speclifies conditions on the rigidity of reference
that an NP possesses. In a Theory of Full Saturation, what needs
to be accounted for |s why, although both (52a) and (52b) are
saturated (referential), only (52b) is fully referential.

(52a) the man

(52b) a man

As mentioned earller in this paper, (52b) gets lte full
referentiaiity from the existence of the class ‘man’ and (52a)

lacks full referentialility because the exact specification of the
definite NP is not established in the NP.

Higglnbotham (1883) antlicipates a solution to the full
saturation problem in (52). To expiain saturation, Higginbotham
suggests that the WN'-—category has an open position In It which
must be bound by the specifier if the NP Is to be saturated. So,
Higginbotham assigns structure {§3) to an NP.

(583) {np Dot [N man, <i1>]]

{f the Det-node Is fiiled, It can bind the argument siot <1> iIn
N', thereby saturating the NP.

Since | do not accept (53) as the representation for al!l
NPs permitted by X-bar Theory (30), | cannot directiy use
Higg!nbotham’'s analysis of saturation to develop a theory of full
saturation. However, | wlll accept Higginbotham’s primary
assumption that there is an empty siot in the NP that must be
bound. From a referential perspective, what needs to be bound
within an NP s the referentlal restrictions that are to be
piaced on the class term, the N head. That Is, the open sliot In
the NP Is not In N', but In N; It Is oniy by limiting, through
binding, the possible ways that the class term can be selected
that fuil reference can be guaranteed. If we assume that open
referentlal slot Is Iin N, then we can assign the Ni's In (5§2) the

following structures derived from X-bar Theory (30) and the
Determiner Generaiizatlion:

(54a) [np [spec thel [n¢ [N man <1>]]]
(54b) [np [N [gppc 21 [N man <1>]]])

With the structures gliven in (54), we can make a strong
hypothesis about the saturation differences between (52a) and
(52b): (52b) is fully saturated because Its open N-slot s bound
by a sister argument of N and (52a) Is not fully saturated
because its open N-slot Is not bound by a sister-argument of N.

We will formalize the above hypothesis as the Full Saturation
Condition (5§).

&
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(55) full Saturation Condition
An NP headed by an N is fuilly saturated If and
only If the the open siot of the head N Is bound
by a sister argument of N.

(Since reference restriction is a form of modlficatlion aid since
modification is a relationship between sister constituents (see
Zublzaretta (1982), the role of the sister argument In

determining full saturation has a great deai of Intuiltive
appeai.)

Besides correct!ly predicting the saturation differences of
the NPs tn (52), the Ful! Saturation Condition (FSC), in
combination wi!th the Predicate Conditlon (13), makes two other
correct (and important) predictions. For one, the FSC predicts
that, due to the N-slisterhood of indefinite SPEC-arguments, al|
NPs with an indefinite determiner wlli be fully saturated; hence

these NPs will have predicate status. The sentences in (56) test
this prediction.

(56a) He is a basebail pilayer
(56b3 He is a baseball player on a major league team

(56¢) He s a baseball player on the best major igague
team

(56d) He is a basebali player that likes to siide

As predicted, all ths NPs In post-copular position do have
predicationa! status.

The other prediction that foilows from the FSC and the
Predicate Condition Is that NPs with definlite SPEC-arguments will
function predicationaily only If the head N has a N-sister
argument to blnd the open N-slot. In other words, only deflnite
NPs with structure (57) can be predicational.

(57) (np [3pec Detl [N N X]1, where X is an argument
of N

Now consider the sentences In (58).
(58a) *That is the sme!l
(58b) That is the smel! of pot/a man
(58c) *That is the smell of the man

(58d) That is the smeii that makes me gag




86

We can see that (568 a,b,d) accord wlth our predictlon: (58a) Is
ungrammatical because the post-copular NP Is unsaturated, hence
non-predicational; (58c) is grammatical because the PP In the
post-copular NP blinds the open N-siot, making the NP fully
saturated and predicationai; and (58d) s grammatica! because the
S$° argument In the post-copular NP blinds the open N-slot, also
making the NP fully saturated and predicatlonal. Unfortunately,
we mispredict (58¢c). We would expect (58¢c) to be predicational
for the same reiasons that (58b) and (58d) are; so, the
ungrammatical ity of (58¢c) Is surprising In our theory.

By comparing (58b) and (58c), we can get some Insight Into
the reason why (58¢c) Is ungrammatical. Since the only difference
between (58b) and (58c) concerns the prepositional argument, iet
us assume that this argument |s the sourcs of the
ungrammaticality of (58c). Careful scrutlny of (58 b,c) suggests
that the prepositional arguments differ only in their degree of
saturation: the prepositional argument being fully saturated In
(58b) ‘a man’, but not in (58c) ‘the man‘’. Assuming that the
degree of saturation is indeed the cause of the ungrammaticality
of (58c), we would expect (58c) to be grammatical If we make the
prepositional argument sully saturated. We can fully saturate

the prepositional argument by giving the NP head a sister
argument.

(58a) That Is the smel! of the man that | hate most
(59b) That Is the smeil of the man near BI1}|

(59) strongly suggests that the argument binder of the open
N-slot in an NP must Itself be fully saturated for the NP to be
fully saturated. The ungrammatica!llty of (58c) and the

grammaticallty of (59 a,b), then, requires us to reformulate the
Full Satruation Condltlion as (60).

(60) Fuf! Saturatlion Cordlition
An NP headed bv an N Is fuily saturated If and

oniy If Its upen N-slot is bound by a fully
saturated argument-sister of N.

As we have seen In the sentences In (56), (58), and (59).
the Full Saturation Condition and the Predicate Condition give us
a syntactiz explanation for the predicate status of an NP: for an
NP to be a predicate, It must have a well deflned extenslion, so
It must be fully saturated (referentlal) Itself —~ a condit!ion

that arises oniy if the sister-arguments of an N sufflclently
restrict the reference of the class N.

Conciuslion
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in this article, | propose a new approach to the NP
Predication. | show that the attempt to reduce NP Predication to
the Definiteness Effect Is wrong in principle because the
Definiteness Effect is but one manifestation of a more general
condition on NP Predication, which 1 call the Full Saturation

Effect. | demonstrate that the Ful!l Saturation Effect (hence,
NP Predication) Is the efrect that the rigidity of denotation has
on predication. Finally, | develop a syntactlic expianation for

the Full Saturatlion Effect In terms of the Interr2t structure of
the NP Itse!f, arguing that the predicatlional capabiiity of an NP
Is a function of Its own Internal argument relations.

NOTES

1 Binding Principle C states that all R(eferring)
Expressions must be free (i.e., not c-commanded by, and colndexed
with, an expression In an A(rgument)-position. The TH-Criterlon
guarantees that every argument is assigned a TH-role (agent,
patient, etc.).

2 In mode! theoretic semantics, the extenslon of any
n-place predicate P Is the set S of ail n-tupies of arguments
such that for any n-tuple <aq,...,2p> In S

(1) P (<ayq,...,ap>) =1
That is, the extension of P exhaustively lists a!l the arguments
that make a predicate a true proposition in a given model.

3 My clalm that only NPs with a rigid extension can
functlon predicationally predicts that restricted definite NPs
will be predicational under a referential interpretation, but not
under an attributlive interprstation. Notlice that In (I) the NP
must have a referential reading.

oy That is [the man that shot Biil]

4 X-bar Theory (30) Is my revision of Stroik (1987).
Strolk‘s version of X-bar Theory is stated In (1).
(iay xK  w xk-1 oye
(Ib) xmax - I, xn
for 1t ¢ k g n and where n Is the number of
modifiers &nd complemsnt arguments (Y") of X
X-bar Theory (i) parameterlizes the directionallty of
predicate-argument reiations (permitting, for exampie, a right
branch subject and a ieft branch object In English). My revision
(30) of (1) also parameter |zes the above directionaiity (assuming
that “"subject" Is the external argument of a predicate and
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"obJect" Is an Internal argument), while referring to the

constituents of X" currently accepted in GB (l.e., SPEC, X,
X', and Y*).

§ Strolk (1887) finds motlivation for his revision of X-bar
Theory In Experlencer constructions, constructlons that reverse

grammatical relatlons (anaphoric retations, scopal relations, and
binding relations).

6 Zublizarreta (1982) formal definltion of modification Is
as follows:
(1) in the configuration [g---A...B...], where
(a) C Is a projection of B
(b) C immedlately dominates A and B
(C) A = AdJ, Adv
Then A modifies B.

Condition (i.a) guarantees that a modifier must be the sister of
the term it modiflies.

7 For May, If two operators O and O are such that Oy
governs OJ, then the operators are free to {ake on any type of
relative scope relation (May 34).

8 Chomsky (1986) defines the baslic concept of Bounding
Theory as (1),
@D) B Is n-subjacent to A iff there fewer than n+1
barrlers for B that exclude A.
For links in an argument chain (...Ag, Ag,q ...), the links must
be O-subjacent, crossing less than 2 barriers.

8 My approach to bounding, although It expiains the data
in (50)-(51), needs some reflnement because |t Incorrectiy
predicts that the wh-movement In (1) should be weil formed.

(1) Which country did a man from ieave

10 in the Fregean sense of “saturation," the NPs In (52)
are £cth saturated (referentlal). The referentiality of these
NPs differs from the referentlality assignable to the nomlnal

constructlions In (l). (Note: read the constructions In (1) as
non-generics.)

(la) man

(Ib) man in the bathtub

(ic) man that |Ives Mary
The constructions In (1) are unlike the NPs In (52) In that they
do not select any referent; these constructlions then are
unsaturated. Since the saturation differences between (52) and
(1) can be located In the presence or absence of the
SPEC-argument, we can hypotheslze the following Principie of
Saturation.

(D Principle of Saturation

An NP is saturated if and only if its
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SPEC-argument Is filled.
Even though (I1) explalns the saturatedness of (£2) and
(1), It needs to be revised If It Is to account for the
saturation of the NPs in (lil).
(rilay John
(11ib) Mrs. Reagan
The Principle of Saturation, as stated In (li{), could be read as
predicting that the NPs In (l1i), which lack SPEC-arguments,
should be unsaturated. To differentliate (1) from both (52) and
(til), we can revise (11) as (lv).
(iv) Principle of Unsaturation
An NP Is unsaturated If and only If its
SPEC-argument Iis not filljed.
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